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1. INTRODUCTION 

A need to classify and sort huge amounts of data is linked to having various and disperses sources of these data, 

mainly the web and smart devices, with the need to facilitate data management and database building for various 

applications. 

The Internet of Things (denoted by IoT) technology allows the connection and communication of any smart device 

remotely, and they represent a method of collecting data about people as well as places with ease and comfort to their 

users. 

Data mining is usually related to huge amounts of data; that comes with large volume, complex data combinations 

that grows and in different data types and storage size. The web and IoT connected devices are considered to be a main 

source of such data, and finding relationships that binds these data (sometimes not directly) and classifying them into 

categories is a very hard and time consuming process [1]. 

There are different approaches to data mining especially in such “big data” and data originated from IoT devices; 

one of the most famous approach is the “bagging” technique which relies on aggregating predictions of data from 

different data models in order to have more reliable and more accurate predictions of mined data [2]. This will in turn 

enhance the accuracy of classification and produce better prediction and more reliable advice. People who plan for 

vacation or a site-seeing trip usually use the internet before setting off on the trip. As a source of information that helps 

people in their decision making process, the internet and various web sites that provide different information (mostly 

not related) like the weather, destination from home, feedback from other visitors is obviously the source of data in an 

automated system. Hence; integrating data mining with such data for this specific domain shows as an obvious solution 

towards making such decisions easier and more reliable, and even provide suggestions that weren’t even in mind of the 

users. The internet is used as a source of data to store into the database of the connected smart devices or web site 
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through which the users seek help in making the decision. Different information about each location are appended to 

the location’s record that will be used later by the bagging algorithm to produce a sorted list of suggestions according to 

the preferences of the user. Bagging or bootstrap aggregation was adopted in forecasting systems, mainly in business 

and economic systems due to the algorithm’s ability to deal with variables smoothly, like the one developed by [3] that 

forecasts tourists’ hotel reservation cancellation, which would enhance the revenues of stakeholders of hotels based on 

certain attributes related to the tourist and the environment. Another application that adopted bagging in forecasting 

economic time series and inflation, like the research [4] among many others.In the proposed system described in this 

paper, tourism sites and information about them are collected from the internet, and the machine learning module 

classifies them according to predefined criteria. The user uses the mobile application or the web site to enter his/her 

preferences, which are then used by the bagging algorithm to map to pre-stored locations’ criteria and give weighted 

suggestions for each of the suitable sites. 

 

2. RELATED WORK 

Big Data is defined as unstructured information which is large and complex to manage and store that is growing 

day by day. The process of extracting information from huge data sets using various algorithms is called Data Mining, 

in which many classification techniques are implemented to classify each data item in the datasets to produce 

predefined set of classes, The web has become a primary source of data for almost every aspect of life, like tourism 

systems to give an example. Travelers can get destination information and plan their trips with the help of information 

available on the web. New technologies need to be implemented to facilitate making better use of the growing amounts 

of data related to this kind of web service. 

Web based e-tourism was found to be most appropriate and accommodating to both users and researchers, so [5] 

introduced the E-tourism web site and how it become an important system in current time because of the growing use 

to this kind of web service for travel planning. the site first recommends places depending on the user's selection from a 

list (Through the specific planning preferences (SPP) Module), then the list schedules a planning module producing a 

filtered recommended activity Controller (FRC). 

Mobile applications are considered one of the most helpful equipment in modern life and can be utilized to help in 

the e-tourism industry. The authors in [6], developed the Mobile recommender systems for tourism with RSS software 

system which provide accurate situation-aware recommendations by capturing personal and social contextual 

parameters forecasting tourism demand was the subject of the research in [7] where the authors presented an 

implementation of Support Vector Regression (SVR) and novel neural network technique to tourism forecasting fields. 

the study aimed to build an advanced SVR model by implying a comparison between Back-Propagation Neural 

Networks (BPNN) and the Autoregressive Integrated Moving Average (ARIMA), and they presented the (GA)-SVR 

algorithm that use Gas value to search about SVR's optimal parameters notice that the users have to define and set the 

SVR’s parameters carefully such as Kernel function so they can build the SVR models. 

The decision making process for tourists was presented in [8] through a new implementation for e-tourism system 

using fuzzy logic and applied to Shiraz city as a case study, since its characteristics meet the tourists’ requirements. The 

web application just asks tourist to fill in related data for their needs in the website since the system extracts data 

through forms, tests targeted traveling to shiraz in the simplest way. 

The work in [9] presented an implementation of fuzzy inference system (Fuzzy decision-making) to help the tourist 

make a decision to select a hotel in the e-tourism industry, the experiment take a place in India for the international 

tourist hotel, the authors present a decision model to evaluation committees for location selection. 

 

 

 

3. SYSTEM ARCHITECTURE 

The system is mainly composed of two modules that integrate to provide the user with a weighted list of suggested 

tourism sites that meet their preferences. The first module is the machine learning module through which data about 

available sites for tourism from the internet is collect and classified into a lookup table with properties that are mapped 

to the users’ preferences, nationality, proximity to users’ location, in addition to the preference of this site to people 

from the same region as the user’s. 

The second module is concerned with providing the user with the decision on what are the suitable sites to visit 

based on the preferences and other criteria that are fed into the first module. These sites are displayed with weights 

according to the bagging algorithm that is used to make the decision based on the “degree” of closeness preferences are 
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to the classified data about each of the stored sites. Figure 1 illustrates the integration between these two modules, and 

the general system’s architecture. 

 

FIGURE 1. - System Architecture 

 

3.1 DATA COLLECTION AND MINING   

Large data about suitable places for tourism mainly originate from the internet, and more specifically from web 

sites that provide advises and display ratings from users around the globe. These provide a good source of data for the 

machine learning module to collect the data and learn what classes to add to each of the sites. 

These data include the site’s name and country, location (in terms of longitude and latitude, to facilitate finding the 

distance from user’s current location) in addition to so many other attributes, like closeness to bodies of water, does this 

site hold religious values, does it have near hotels and accommodate services and so on.  

Features extraction of collected data is necessary to find the best classification of each site’s attributes, which will 

later help in producing the best “Advice” to users of the system. Static-predefined rules are used by the machine 

learning engine to define the correct feature for each site, and add it to the look-up table in its suitable category. Figure 

2 shows the process of data mining with Machine learning as part of the process. 

  

 
FIGURE. 2 - Data Mining process 
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The training set used by the machine learning module is organized as Decision Trees, where predicted classes are 

mapped based on simple rules that resemble the human’s way of thinking about problems. For the tourist advising 

system, to see if a certain location is near a body of water for example, the distance between the center of it and the 

closest body of water is calculated, if this distance was >150 km, then this place is classified as a dry place that is 

suitable for people who have fears from water. Another example is when a place contains ruins, and then this place is 

suitable to tourists who prefer historical or heritage places. A sample decision tree is shown in figure 3. 

 

FIGURE. 3 - decision tree illustration for the site "Al Qashla Building” in Baghdad (building image was adapted from 

Wikipedia.com)  

A look-up table is constructed to be used to train the machine learning algorithm and find the best classification for 

each new site. Some data are justified and classified by a human user are kept apart to test the machine learning’s 

classification. This look-up table will be then fed into the bagging algorithm to find matches with users’ preferences 

(the ones they enter in addition to the ones collected from other smart devices and the internet, like users’ current 

location). A segment of this look-up table is shown in figure 2. 

 

 

FIGURE. 4 - Classified data about sites 

 

Theses classifications are used by the bagging algorithm to help make a decision on which are the most suitable 

places for the tourist to go, given the preference they submit to the system and other information that are collected from 

IoT devices related to the user. 
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3.2 DECISION MAKING WITH BAGGING 

 
Bagging algorithm (also known as Bootstrap Aggregation), as one application of ensemble algorithms, allows the 

system to make a decision by aggregating different, sometimes, heterogeneous models of the data samples into a 

uniform decision with percentage on level of confidence about the decision. Ensemble algorithms are used to get a 

better understanding of the various biases, variances and features that exist in the original data samples to draw 

decisions and produce output to the user. 

According to [10] bagging provides the highest predicted values accuracy in big data, due to the accumulation of 

accuracy measures in the training sets calculated separately.  

Using Bagging in decision making reduces variance of data models elements that the system was trained on, in 

addition to new data elements that are input to the system to map the learnt data sets to other data sets that are “new” to 

the system, to produce a decision more quickly and efficiently with minimal storage and processing requirements. 

Figure 4 shows how bagging is done. 

 

 
FIGURE. 4 - flowchart of bagging training sets to get the final estimation 

 

In machine learning, input data are separated into a set of training data and a segment for testing as in any other 

machine learning algorithm, these training sets are divided into subsets by randomly sampling data and assigning them 

to different training sets; this generate a classifier to be included in the data mining model.  

The accuracy of estimation is calculated for each sample set (data model) and then all these estimations are 

averaged to reach the final estimation of accurate data. So the trained data and the data that are entered by the user 

(both the users’ preferences and the data collected by the IoT devices) are added to the samples of the data and 

resample to get the accuracy of estimation for each set of data model. 

 

4. SYSTEM IMPLEMENTATION  

 
The tourist advising system uses machine learning and bagging algorithm in the back end as mentioned earlier, 

while the user can input his/her preference through a user-friendly web page or mobile application, while connected 

IoT devices (like the GPS sensor mounted on the mobile phone, or the temperature thermometer in the user’s area) 

submit simultaneously with the user. The snapshots in figures 6 and 7 show the main page of the system as a web page, 

and on android mobile emulator. 
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FIGURE. 5 - System's Web Page Screenshot 

 

The entries in the web page and the mobile application are almost the same that the system used as features to 

classify the sites. As the users select their preferences from the application, the bagging algorithm uses these 

preferences and makes a decision on which are the best sites that suites this user. The results are produced as a sorted 

list from the most suitable to the least suitable, while also considering national preferences of the tourism site (how 

many people with the same user’s nationality have visited this site within the past year). 

The results show only the sites that match the users’ preferences and hide all other sites stored in the database. 

Figure 8 shows the user’s selections against the results that were displayed. 

 

 

FIGURE. 6 - System's Android's Application Screenshot 
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FIGURE. 8 - user's preferences  and how they were mapped to resutls  

 
 

5. SYSTEM TESTING 

  The system was tried by several users from different background and with various preferences from different 

locations. All users gave positive feedback about the system starting from the user-friendly and easy to use application, 

to the satisfying results that they thought were suitable and would like to go on a tour to. 

A small set of data that was used as training set by the machine learning algorithm has been classified by a human 

user and measured for accuracy, recall and positive predictive values (PPV), and the values are arranged in a confusion 

matrix. The results show that the system has very rates of accuracy and recall, as well as a high PPV. The data in table 

1 lists the values of the confusion matrix that was used to test the efficiency of the machine learning procedure. 

Table 1. - Confusion Matrix for testing the Machine Learning module 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

As stated earlier, a subset of the data that was used to train the machine learning algorithm to build the decision 

trees was used and evaluated by a human user to classify according to the criteria established for the preferences of 

users. True Positive values indicate the number of sites (in the test data set) that both the system and the user agreed it 

is the most suitable site based on preferences (produced highest percentage in the system), while the True Negative 

values indicate the number of site where both the system and the user gave lowest values as being a suitable tourism 

site. 
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The accuracy of the system is calculated based on the values of the confusion matrix as follows: 

                             (1) 

 

 

When applying equation (1) the system registered an accuracy of 22/25 = 88% Other efficiency measurements are 

computed, and the results show that the recall (sensitivity) of the system registered 69% (TP / (TP+FN)) and PPV of 

83% (TP/(TP+FP)). These figures are good indications that the system’s performance is very good and satisfactory to 

users, where the suggested sites meet their preferences in addition to other factors they don’t submit directly. 

 

  

6. CONCLUSIONS 

   Tourist guidance and advising system was developed in this research to assist users who seek advice on tourism 

sites based on their preference. The system uses machine learning decision trees to build a look-up table with a list of 

sites, and classifies these sites with certain properties that most people look for when going on tourism trips. 

For the decision making process, bagging algorithm was applied to the users’ submitted preferences in addition to 

other criteria collected through IoT devices in the users’ are like location and current temperature, and mapped against 

the look-up table built earlier to display a list of suggested sites sorted from the most suitable to the least suitable 

places. 

The user friendly interface of the system in addition to its mobility through a mobile application, with the high 

percentage of accuracy and recall values, makes it a suitable system to adopt by tourist, the quick response and fast 

execution of the system adds to the benefits of adopting such system. 
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