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1. INTRODUCTION 

Images are essential multimedia for humans to acquire outside information and play an important role in human 
activities. However, in the process of digital image acquisition, conversion, and transmission, some isolated pixel 

points with random positions and random values (image noise) appear in the image due to the factors of the imaging 
device itself or the influence of the external environment [1]. We study image noise because it is a common problem in 
image processing and computer vision that can significantly affect the quality and accuracy of image analysis results. 

The presence of image noise can make it difficult to accurately detect and analyze image features, such as edges or 
textures, and can also introduce errors in image classification and recognition tasks. Therefore, it is important to study 

image noise and develop techniques to remove or reduce it, so that we can improve the quality and reliability of image 
analysis results. Many fundamental noise types, including Salt-and-Pepper noise, Gaussian noise, Poisson noise, and 
Speckle noise, can degrade the image's quality. These noises are added due to faulty memory location, post -filtering, 

compression, weak focal length, and other adverse conditions that may be present in the atmosphere or from image-
capturing gadgets [2]. Noise classification allows us to apply the best denoising method to an image after determining 
the most likely noise distribution in the image [3]. Noise detection and Classification can be challenging, as several 

potential issues can arise. Some common problems include: 
•   Lack of labeled data: One of the biggest challenges in noise detection and Classification is the availability of 

labeled data for training machine learning models. In many cases, sufficient data may be available to accurately train a 
model, leading to poor performance and accuracy [4]. 

•  Variability in noise sources: Noise can come from a wide range of sources, which can vary in their 

characteristics. For example, traffic noise may sound very different from industrial noise, and this variability can make 
it difficult to classify and distinguish between different types of noise accurately [5]. 
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•  The complexity of noise signals: Noise signals can be complex and challenging to analyze, particularly when 
they contain multiple frequency components or are affected by environmental factors such as reverberation or 

interference. This complexity can make it difficult to detect and classify noise accurately [6]. 
•  Noise in real-world environments: Noise detection and classification systems may need to operate in real-world 

settings where the conditions may be less controlled and more challenging. For example, background noise levels may 

be high, or the system may need to distinguish between noise and other environmental sounds [7]. 
• Limited computational resources: Noise detection and classification systems may need to operate in real-time 

and be implemented on hardware with limited computational resources. This can limit the complexity of the algorithms 
that can be used and may impact the system's accuracy [8] . 

•  Adaptability to new noise types: A noise detection and classification system trained on one set of noise types 

may not perform well on new or previously unseen types of noise. As a result, the system may need to be retrained or 
adapted to new kinds of noise over time [9]. 

The primary objective of this paper is to present a novel approach for image noise detection and classification, 

combining the power of deep wavelet techniques with machine learning algorithms. By addressing the challenges 
mentioned earlier, we aim to develop a robust and efficient system that can accurately identify and classify various 

noise types present in images. 
Furthermore, this research has significant real-world applications. Noise-free images are critical for various fields, 

including medical imaging, autonomous vehicles, surveillance, and satellite imagery analysis. By effectively removing 

or reducing noise from images, our proposed method can enhance the performance and reliability of these applications. 

2. RELATED WORK 
Many researchers work on noise type classification. Research by Hiremath [10] classifies noise using a pre-trained 

neural network using transfer learning. They have considered two types of noise; Electronic noise and Impulse noise. 
They thought of 400 different images, among which 200 images are for each noise present in an image. The result 
shows the Average accuracy obtained at 94.37. The benefit of this method was high accuracy rate (AR) of Salt & 

pepper noise than Gaussian noise. Based on our review of the paper, it appears that the author did not specifically 
mention how many types of noise were classified. The article refers to "noise" in general. Tripathi [11] conducted a 

study to classify three types of noises (Gaussian, Poisson, and Salt & Pepper). A CNN and UNET-based model 
architecture is designed, implemented, and evaluated. The facial image dataset  is processed and then used to train, 
validate and test the models. The training and validation accuracy for the CNN model is 99.87% and 99.92%, 

respectively. The advantage of the UNET model is that it can get optimal PSNR and SSIM values for different noises. 
The paper does not explicitly mention how many types of noise are classified in the proposed method. Huo and 
XiaoXuan [12] a low-accuracy recognition algorithm was solved using a Back Propagation) BP (neural network. First, 

image noise and two recognition methods are evaluated. Second, the algorithm's input value and network structure are 
designed. The BP neural network recognition algorithm's training technique and decision criteria are given. Matlab 

software is used to simulate and identify salt and pepper noise spots. This algorithm has a deficient noise leakage 
number, False Alarming Ratio(FAR), and a reasonable identification effect for Salt and pepper noise. The experimental 
results presented in this paper are limited to a small set of images, which may not represent the wide range of image 

types and noise types that could be encountered in practice. Liu et al. [13] introduced a new method to classify four 
types of noises (Gaussian, Poisson, Salt & Pepper, and Speckle) based on deep neural networks . The application of 
neural networks involves feature extraction, activation function, and network training. According to their finding, the 

accuracy of the CNN model was 93.7%. The classification model achieves a reasonable recognition rate for single or 
more types of noises. The drawback of this paper only considers three types of image noise (Gaussian, impulse, and 

speckle), which may not cover all the noise types that could be encountered in practice. Chuah et al. [14] presents a 
Convolutional Neural Network (CNN) model to effectively recognize the presence of Gaussian noise and its level in 
images. They used 12000 and 3000 standard test images for training and testing purposes. Different noise levels are 

introduced to these images. The overall accuracy was 74.7%. The research only considers Gaussian noise, which may 
not cover all the noise types that could be encountered in practice. 

In comparison to the existing studies, our research presents a novel and comprehensive approach to image noise 

detection and classification. Unlike previous works that considered a limited number of noise types, we aim to 
recognize a broader spectrum of noise types that may arise from various image acquisition and environmental 

conditions. 
To achieve this, we propose a combination of deep wavelet techniques and machine learning algorithms to 

accurately identify and classify multiple types of image noise. This integrated approach takes advantage of both the 

powerful feature extraction capabilities of deep wavelet analysis and the ability of machine learning models to 
generalize from data. 
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3. RESEARCH TOOLS 

Many tools (algorithms and techniques) are used in this proposal, and in this section, a brief explanation will be 

presented. 
3.1 CONVOLUTION NEURAL NETWORK 

 CNN or ConvNet is an Artificial Neural Network used to analyze visual images. CNNs have a shared-weight 

architecture of the filters or convolution kernels that slide through input features and provide translation -equivariant 
responses called activation maps [15]. Each CNN consists of an input, hidden, and output layer, and the input layer 
includes the input matrix. The hidden layers have layers that convolute the input and output after masking them by the 

activation function [16]. The hidden layers consist of convolutional, pooling, normalization, flattened, and fully 
connected. The activation function in the hidden layers is typically Rectified Linear Unit (ReLU). The output layer 

includes the final classification matrix [17]. 
 

3.2 DEEP WAVELET TRANSFORMS 

 Wavelet approaches are practical tools for good data representations and feature extractions compatible with the 
most available classification algorithms. In conjunction with a deep neural network, the wavelet transform permits the 
generation of dependable features that are locally stable to tiny deformations. A deep wavelet consists of many layers, 

where one layer's output serves as the next layer's input. Each layer consists of three operations, as shown in Figure 1 
[18], [19]. 

 
 
 

 
FIGURE 1. - O perations of Wavelet scatter 

 

 First-layer scattering coefficients are obtained by convolving the input signal or image (X) with a wavelet filter 
(ψλ1) at a certain scale (J) and taking the modulus of the resulting coefficients, followed by low-pass filtering with a 

scaling filter (φJ). The coefficients is determined by Eq. (1). 

                        (1) 

 Second-layer scattering coefficients are obtained by convolving the input signal or image (X) with a wavelet filter 
(ψλ1) at a certain scale (J), taking the modulus of the resulting coefficients, followed by convolving again with another 

wavelet filter (ψλ2) at a different scale and taking the modulus, and finally low-pass filtering with a scaling filter (φJ). 
The coefficients is determined by Eq. (2). 

                          (2)     for 1 < J ≤ 2. 

Note that the parameter (J) is the width of the low-pass filter, determines the length of local translation invariance, 
as well as the number of scales available from the transform, φ denotes a low-pass filter, ψ denoted wavelet, λ is the 

rotation operations, since S1, J and S2, J are the outputs of low-pass filters, they can be down-sampled according to the 
filter width 2 power J [20], [21]. 

3.3 MACHINE LEARNING (ML) 

 Is a part of computer vision and Artificial Intelligence (AI) that focuses on making machines learn without being 
directly programmed. It focuses on scientific goals and applications that depend on optimization and prediction. ML 
can be divided into three groups (supervised, unsupervised, and reinforcement learning) [22]. 

 
In this proposal, we use many machine learning classifiers and ultimately identify the optimum one. The 

suggested machine learning used in this proposal are: 

 Support Vector Machine (SVM) Classifier: 
An SVM is a supervised learning model with learning algorithms that look at data to classify it and predict what 

will happen next. SVMs are one of the best ways to make predictions because they use statistical learning frameworks 
or the theory of Vector Clustering (VC). The SVM training algorithm makes a model that gives new instances of a flag 
to tell one class from another [23]. 

 2. Random Forest (RF) Classifier: 
RF is a well-known and influential ensemble-supervised classification algorithm [4]. RF has been efficiently used in 

several machine learning applications, including many in bioinformatics and medical imaging, due to its high accuracy, 
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resilience, and capacity to offer insights by ranking its features. RF comprises a set of decision trees, each formed by 
the bagging algorithm without pruning, making a "forest" of classifiers voting for a specific class [24]. 

 Decision tree (DT) Classifier: 
A decision tree classifier is a quick and effective method for categorizing instances in massive datasets with 

numerous variables. There are two primary concerns in the building of decision trees: (a) the growth of the tree to 

classify the training dataset effectively and (b) the pruning stage, in which unnecessary nodes and branches are deleted 
to increase classification accuracy [25]. 

 Logistic Regression (LR) Classifier: 
Logistic regression (LR) is a method of statistical modeling in which the probability of a category is linked to a set 

of variables that explain it [26]. LR can also solve problems with more than one class, which can be done differently. 

One option is to replace the sigmoid function with a softmax function considering more than one class. You can also 
use the ones-all method, which involves doing a binary LR for each category and counting the data of the desired class 
as one class and all the other points as another class [27]. 

 K-Nearest Neighbor (KNN) Classifier: 
KNN is one of the most straightforward machine learning algorithms based on supervised learning. It assumes the 

similarity between the new and existing cases, places the recent case in the category most similar to the existing 

categories, stores all the relevant data, and classifies a unique data point based on the similarity. When new data 
emerges, it can be quickly classified into a suitable category using the K-NN technique. This approach may be used for 
regression and classification problems but is predominantly utilized for classification issues [28]. 

 
3.4 PERFORMANCE MEASURES 

 To evaluate the performance of the proposed models, some measures were used, such as accuracy, recall, precision, 
and F1-score, whose values can be found by building the confusion matrix of the proposed model. 
 

 Confusion Matrix 
    The confusion matrix is a cross table that records the number of occurrences between two rates, the true/actual 

Classification, and the predicted Classification [29]. 

 Accuracy 
Accuracy evaluates the overall effectiveness of any algorithm. Accuracy is determined by Eq. (3) [30]. 

 

              (3) 

 Recall 

The recall is a measure used to evaluate the effectiveness of an algorithm to identify positive labels based on the 
actual. A recall is determined by Eq. (4) [31]. 

                    (4) 

 Precision 
The precision is a measure used to evaluate the class agreement of the data labels with the positive labels given by 

the algorithm based on the prediction. Precision is determined by Eq. (5) [32]. 

                               (5) 

 F1-Score 

The F1-Score is a measure used to evaluate the relations between data's positive labels and those given by an 
algorithm. An F1-Score is determined by Eq. (6) [33]. 
 

 

              
                       (6) 
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4. METHODOLOGY 

The details of the proposed method to detect and classify the noise type are presented in this section. The flowchart 

of the proposed method is shown in Figure 2. This proposal consists of two main stages, checking whether the image is 
noisy or not using Convolutional neural networks and then classifying the type of noise in a noisy image based on a 
mix of deep wavelet and machine learning classifiers (Support Vector Machine (SVM)). The suggested approach is 

effective at classifying five types of noise, including Gaussian, lognormal, Rayleigh, Salt & Pepper, and Speckle. 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 2. - Flow chart of the proposed method 

 

4.1 NOISE DETECTION 

This model aims to distinguish the noisy image from the clear image based on Convolutional Neural Network. The 

input image is pre-processed and then input into the CNN network to detect noise in an image, as shown in Figure 3. 
 

 

FIGURE 3. - Structure of noise detection  

 

4.1.1 PRE-PROCESSING 

        In the pre-processing first, we have to prepare the dataset. The dataset used in this proposal consists of 22,000 

images collected from many datasets. The images in this dataset are noisy (different noise types) and clear images. The 
dataset was divided into two sets, one for training and the other for testing, as shown in Table 1. Also, in this step, all 

the training images are converted into grayscale, resized to 150×150, and applied Augmentation.  
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Table 1. - Shows the number of images used for training and testing the detection model 

Index Type No. the dataset No. of  training No. of testing 

1 noisy 14000 12600 1400 

2 clear 8000 7200 800 

Total 22000 19800 2200 

 

4.1.2 DATA AUGMENTATION 

  Increase the number of images in the training dataset in real-time during training by using different shapes for one 
image to get rid of overfitting. The image augments that are applied have a shear range = 0.1, zoom range = 0.1, and 

horizontal flip. 

4.1.3 PROPOSED CONVOLUTION NEURAL NETWORK 

  The proposed CNN consists of five convolutional layers, ReLU as an activation function to convert linear data to 

nonlinear data, a kernel with size (3×3), and five max-pooling layers. The five convolutional layers contain (16, 32, 64, 
128, and 256) filters, as shown in Figure 4. The max-pooling layer follows each layer. After that, the features map is 

input to flatten the layer to convert it from 2D to 1D, followed by two fully connected (FC), where the first FC cons ists 
of (512) channels and the second FC consists of one channel. We suggested using Sigmoid as an activation function. 
The details of the proposed CNN architecture for detection noise in an image are shown in Table 2. The number of 

epochs used in this proposal is equal to 20. 

 
FIGURE 4. - The architecture of Proposed CNN 

 

Table 2. - The architecture of Proposed CNN for Detection 

Layer (type) Output Shape Number of Parameters 

Input Layer (150,150,1) 0 

conv2d (16 filters) (148,148,16) 160 
MaxPooling2D (74,74,16) 0 

conv2d (32 filters) (72,72,32) 4640 
MaxPooling2D (36,36,32) 0 

conv2d (64 filters) (34,34,64) 18496 

MaxPooling2D (17,17,64) 0 
conv2d (128 filters) (15,15,128) 73856 

MaxPooling2D (7,7,128) 0 

conv2d (256 filters) (5,5,256) 295168 
MaxPooling2D (2,2,256) 0 

Dropout (2,2,256) 0 
Flatten (1024) 0 
Dense (512) 524800 

Dense (1) 513 
Total parameters: 917,633  
Trainable parameters: 917,633 
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Non-trainable parameters: 0 

 

4.2   NOISE CLASSIFICATION 

After completing the noise detection, it is time to determine the type of noise using a combination of wavelet 

scatter and machine learning classifiers to classify five types of noise (Gaussian, lognormal, Rayleigh, Salt & Pepper, 
and Speckle). The combination of deep wavelet and SVM for noise classification involves using deep wavelet to 
extract features from the signal and then used as input to the SVM algorithm, which learns to classify the noise type 

depending on the characteristics extracted. To extract features regarding the designation of noise types, the flowchart of 
the proposed method is shown in Figure 5. The Deep wavelet for noise classification that is shown in Algorithm 1. 

 

 

 

 

 

 

 

 

FIGURE 5. - Structure of noise classification  

 

                                         Algorithm 1: Noise Classification 

Input: Pre-processed images. 

O utput: Classified noise. 

Begin: 

Step 1: 

 

Input the images to the proposed Deep wavelet 

Step 2: For each image in the training set. 

 a) Calculate the wavelet scattering coefficients. 

b) Flatten the scattering coefficients into a 1D feature vector. 

c) Add the feature vector and corresponding label to the training feature matrix and label vector.  

Step 3: Define a set of hyperparameters to be tuned  

Step 4: Training an SVM classifier with the current set of hyperparameters on the training feature. 

Step 5: Compute the error for all trainable and hyperparameters. 

Step 6: Repeating steps 4 and step5 until reaching the minimal error possible. 

Step 7: Selecting the hyperparameter combination that has the least amount of error.  

Step 8: Train an SVM classifier on the entire training feature using the selected hyperparameter values.  

Step 9: Evaluate the classification accuracy on the testing set by comparing the predicted labels to the true labels.  

Step 10: Predict  images and classification. 

End.  

 

 

Wavelet Scatter Rayleigh Pre-processing SVM 

Gaussian 

Lognormal 

Salt & Pepper 

Speckle 
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4.2.1 PRE-PROCESSING 
 

 This step first focuses on preparing the dataset. The dataset used in this proposal is 
(9_classes_noisy_image_dataset) from Kaggle. The total number of images used for this proposal was 1100 images 

with a size of 600×464. The dataset divides into two sets, one for training and the other for testing, as shown in Table 3.   

Table 3. - Images used for training and testing 

Index Noise type Number of images No. of training No. of testing 

1 Gaussian 200 181 19 

2 lognormal 250 222 28 

3 Rayleigh 250 228 22 

4 Salt & Pepper 200 175 25 

5 Speckle 200 179 21 

Total 1100 985 115 

 

The pre-processing step also includes labeling the training images and resizing the image from the original size 

(600×464) into (28×28), the optimum size for a deep wavelet. 

4.2.2 PROPOSED DEEP WAVELET TRANSFORMS 

A deep wavelet network is a mathematical technique used for signal processing and feature extraction. It works by 

decomposing a signal into a set of wavelets that are defined by a specific frequency and time domain. The two 
important factors are (L and J). L is the depth of the wavelet transform and refers to the number of times the signal is 
decomposed into wavelets. Each level of decomposition captures the features of the signal at a d ifferent scale. The 

higher the depth of the wavelet transform, the finer the detail that can be extracted from the signal. In this proposal, the 
number of layers used is (8) layer. The decomposition process is typically performed using a filter bank that consists of 
a low-pass filter and a high-pass filter. The low-pass filter is used to extract the low-frequency components of the 

signal, while the high-pass filter is used to extract the high-frequency components of the signal. where (J) is the scaling 
factor used to determine the level of signal analysis. J represents the number of times the wavelet transform is applied, 

and increases with the desired level of detail to be obtained, in this proposal (J) equal 3. The wavelet coefficients 
represent the frequency and time-domain characteristics of the signal at different scales (refers to the frequency range 
that a particular wavelet coefficient represents). These coefficients can be analyzed to extract useful features from the 

signal. Feature extraction involves selecting the most significant coefficients that capture the important characteristics 
of the signal. These features can then be used to train a machine learning model to classify the signals based on their 
genre. 

The architecture of the proposed wavelet model for Classification has summarized in Table 4. The number of 
epochs used in this proposal is equal to 50, where the batch size was 64. 

 

Table 4. - The architecture of the Proposed wavelet for Classification 

Layer (type) O utput Shape Number of Parameters 

Input Layer (28,28) 0 

Scattering2D (217,3,3) 0 
Flatten (1953) 0 

Dense (512) 1000448 

Dense (5) 2565 

Total parameters: 1,003,013 
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Trainable parameters: 1,003,013 

Non-trainable parameters: 0 

 

5. RESULTS AND DISCUSSION 
The performance of the proposed is measured by using many experimental tests.  

 
5.1 PERFORMANCE OF THE PROPOSED CNN 

      The first test is to measure the performance of the noise detection method. A noisy image is detected by using the 

CNN network before recognition of the noise type. This test used (200 images, 100 were noisy images, while the other 
100 were clear images without noise). The accuracy achieved was 98%, recall 100%, precision 96%, and the F1 score 

for this test was 98%, as shown in the confusion matrix shown in Table 5. In this test, just four clear images are 
classified as noisy images, this is almost better than noisy images classified as a clear image. This case may happen due 
to blur images or low-quality images. 

 
Table 5. - Confusion matrix for noisy image detection 

Prediction value 

 

 

Actual Value 

 Noisy image Clear image 

Noisy image 100 0 

Clear image 4 96 

 

In addition, we measured the optimal number of epochs and the number of folds that can give the best performance. 

The accuracy is measured when we use a different number of epochs and a different number of folds, and the results 
are shown in Figure 6. It is noted that the best result is achieved when the number of epochs is equal to 20 and the 

number of folds similar to five.  
 

 

FIGURE 6. - The accuracy vs. epochs according to K-fold cross-validation 

 

5.2 PERFORMANCE OF THE CLASSIFICATION MODEL 

 The performance of the Classification of the noise type is one of the necessary tests. The Classification proposed 

method was tested by using 115 images with five different noise types, as shown in Table 1. The results are shown in 
the confusion matrix in Figure 7. Table 6 lists the classification report accuracy for every noise. The performance 
measurements are (recall, precision, F1 score, and support). 
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FIGURE 7. - A Confusion Matrix of a Classification Model 

The overall accuracy for the proposed classification model for five noise types was 91.30% in testing with new 
images not included in the training. The significant similarity between the selected noise types, a challenge for most 

researchers, reduces the classification accuracy.  
 

 

 

Table 6. - Classification Report of the proposed method for five noise types  

Noise type Precision  Recall F1-Score Support 

Gaussian 89% 89% 89% 19 

Lognormal 96% 82% 88% 28 

Rayleigh 74% 91% 82% 22 

salt & pepper 100% 100% 100% 25 

Speckle 100% 95% 98% 21 

 

Accuracy 91% 115 

Marco avg 92% 92% 91% 115 

Weighted avg 92% 91% 91% 115 

 

 

 

The maximum number of wavelet scales in the scaling factor (j) and The number of wavelet layers (L) used in the 
wavelet scatter model was tested to determine the best value, which gives a more accurate classification, as shown in 

Figure 8. 
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(a)                                                                               (b) 

FIGURE 8. - (a) The Relationship between The Scaling factor and accuracy. (b) the relationship between the number of 

wavelet layers and accuracy  

As mentioned in the methodology, we suggested using five machine learning combined with wavelet scatter. For 
that, we test the performance of combination wavelet scatter with each proposed machine learning. The results are 

listed in Table 7. We conclude that combining the wavelet scatter with SVM gives the best results, although the other 
combination methods give promised results. Using SVM with wavelet scatter is the best choice for the Classification of 

noise types, so we recommend to used SVM with wavelet scatter for the Classification of noise-type contaminated 
images. 

 

Table 7. - Performance of the suggested classification methods  

Method  Accuracy  

Wavelet + SVM 91.30%  

Wavelet + RF 88.60% 

Wavelet + LR 88.60% 

Wavelet + KNN 88.69% 

Wavelet + DT 88.69% 

 

To determine the robustness of the proposed method, we try to compare it with other techniques, all implemented 
using the same dataset and environment. We measured the performance of machine learning without combination with 
another algorithm, and we selected some of the public deep learning classifiers, as shown in Table 8. We conclude that 

the combination of wavelet scatter with machine learning performs better than the deep learning methods and the 
machine learning classifiers. 

Table 8. - Comparison accuracy between the CNN network, machine classifier, and the proposed method 

Accuracy Methods  

83.22% Fine-Tuned VGG16+SVM 

CNN Networks  

77.33% Inception v3 

71.85% VGG-16 

81.33% Fine-Tuned ResNet50 

85.56% Fine-Tuned VGG19 

53% SVM 

              Machine Classifier 

85.2% RF 

30.4% LR 

85.2% KNN 

85.2% DT 

91.30%  Wavelet + SVM Proposed method 
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Finally, we tried to find some methods that classify noise types to compare our proposed method with them, but 
unfortunately, we found just the papers listed in Table 9. To make a fair comparison, we used the same dataset used by 

each paper and classified the same type of noise for each one. The results proved the high efficiency of the proposed 
method. 

 

Table 9. - Comparison accuracy between the proposed method with other research 

Ref. 
Type of 

classes 
method Accuracy 

Accuracy of the proposed 

model 

[1] 

1-Salt & 

pepper 

2-Gaussian 

neural 

network 
94.37% 99.37% 

[4] 

1-Gaussian 

2-Poisson 

3-Salt & 

Pepper 

4-Speckle 

deep 

neural 

network

s 

93.7% 95.83% 

[5] 
1-Gaussian 

and its level 
CNN 74.7% 93.60% 

 

6. CONCLUSION  

This paper's main contribution is detecting whether the images are noisy or clear. A new branch in the field is the 
classification of five types of noise (Gaussian, lognormal, Rayleigh, Salt and Pepper, and Speckle). Also, using a 
wavelet scatter model and machine classifiers opens new horizons in this field and other fields. To our knowledge, few 

papers have worked on classifying two or three types of image noise. The results show good performance with this 
proposal. The accuracy for noise detection and classification has been achieved at 98% and 91.30%, respectively. As a 

result, it was achieved and by addressing the suggested future work, we can continue to advance image noise research 
and its practical applications, ultimately benefiting a wide range of domains that rely on accurate and reliable image 
analysis. It is recommended to increase the noise types by combining wavelet scatter and other classifiers. 
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