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1. INTRODUCTION 

In the modern digital world and big data, the optimization became very important technique to minimize valuable 
and expensive resources like time and money and provides the solutions as fast as possible by assessing the accuracy of 

the solutions, and also examining the heuristic's computational cost in terms of the average time taken or number of 
function evaluations required to reach the solutions. Many scientific and technical domains require optimization. 
Optimization is a fundamental aspect of many scientific, technical, and real-world applications. Finding the optimal 

solution for the complex, multimodal, or high-dimensional functions can be a big challenge due to the intricate nature 
of these problems. Traditional optimization methods either providing unsatisfactory solutions or requiring extensive 
computational resources. Inspired by the natural behaviors of bird flocking and fish schooling, the Particle Swarm 

Optimization (PSO) technique effectively addresses these challenges. Kennedy and Eberhardt invented population -
focused stochastic optimization (PSO) in 1995, inspired by the collective behavior of birds and fish. PSO has gained 

several improvements since its launch. Researchers have constructed new versions to fulfill multiple criteria, applied 
the algorithm to numerous domains, done theoretical evaluations on parameter effects, and suggested several algorithm 
types [1-3]. 

Main mathematical properties of PSO like complex optimization can be explained here. The global minimum or 
maximum of difficult, nonlinear, multidimensional functions is obtained via PSO especially when gradient-based 
methods fail or inefficient. The mathematical benchmarks Rastrigin, Sphere, Rosenbrock, and Ackley assess 

optimization procedures. PSO effectiveness and efficiency are generally judged against these functions. PSO improves 
mathematical models and algorithms by optimizing parameters. These include control system, financial model, and 

machine learning algorithm changes. This study analyzed PSO convergence to improve solutions and understand its 
behavior with theory studies algorithm dynamics and stability. The study suggests many PSO variants to overcome 
mathematical challenges such restrictions, convergence speed, and local optima. Velocity and position update rules or 
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PSO combination with other optimization methods may enhance these methods. Complex systems may be simulated 
and optimized using PSO in mathematical modeling. Math models mimic and enhance engineering, physics, biology, 

and economics systems [4]. In this study, some functions like Rastrigin, Sphere, Rosenbrock, and Ackley have been 
chosen due to their uniqueness and optimization concerns. 

The suggested method can be involving some contributions like improving understanding of PSO dynamics by 

applying the approach to numerous benchmark functions, revealing its behavior in diverse mathematical settings. The 
interplay of PSO with multimodal, unimodal, and complicated functions like Rastrigin, Sphere, Rosenbrock, and 

Ackley reveals its strengths and weaknesses. Also to examine of how PSO parameters, including inertia weight, 
cognitive constant, and social constant, affect algorithm performance. Theory and practice of PSO for optimization 
issues require knowledge of parameter sensitivity and optimal configuration. Another contribution to provide a 

methodology for assessing optimization methods across various functions. This standardized methodology will let 
future research compare novel optimization approaches, giving a solid mathematical foundation for algorithm 
assessment. Also to highlights the significance of runtime and computational efficiency in PSO [5]. This quantitative 

method helps evaluate and compare optimization methods, adding mathematical measures. And the last contribution is 
describing mathematical models of benchmark functions as Rastrigin, Sphere, Rosenbrock, and Ackley. Understanding 

the properties and optimization implications of these functions requires these models. Using PSO on these functions 
helps understand algorithm performance on ordinary optimization issues. 

The paper is divided into the following sections : introduction, related work, methodology, results and discussion, 

conclusion and future work. 
 

2. RELATED WORK 

In [6], A. Karim utilized MPSOEG to surpass six competing algorithms regarding search accuracy, search 
reliability, and search efficiency across the majority of evaluated benchmark functions. Tian, Y. in [7], implemented a 
competitive swarm optimizer that enhances search efficiency for large-scale multi objective optimization problems 

through a two-stage particle updating approach. In [8], Wu, D. utilized MP-PSO to beat other PSO variations on 
arrangement quality and victory rate, particularly for multimodal capacities. Rauf, H. in [9], utilized a modern approach 

WI-PSO to initialize populace utilizing likelihood arrangement Weibull. This approach appears empowering execution 
in fathoming benchmark test capacities and progressing weight optimization in neural systems. 

In [10], Alvarez Alvarado, M. has utilized the Lorentz-inspired calculation which presents the foremost adjusted 

computational execution regarding misuse, investigation, and reenactment time in contrast to other calculations. In 
[11], Machado, J. utilized a Complex-Order Molecule Swarm Optimization (CoPSO) calculation to realize exceptional 
execution in optimizing benchmark capacities compared to past calculations in [9]. Guo, J, in [12] utilized the TBBPSO 

calculation, combined with the twins gathering administrator (TGO) and the merger administrator (Moment). This 
created calculation can give tall accuracy comes about for different sorts of optimization issues, counting benchmark 

capacities like CEC2014. 
In [13], Fakhouri, H. utilized the MVPSO algorithm to enhance the particle swarm optimization method by 

generating a greater variety of potential solutions, thereby improving both exploration and exploitation, and preventing 

local optimum points when dealing with benchmark functions. Dziwiński, P. in [14] employed a combined approach of 
hybrid particle swarm optimization and genetic algorithms, leveraging fuzzy logic to enhance the performance of 
benchmark functions in comparison to the standard PSO algorithm and some of its chosen modifications. Valuable 

efforts by some researchers used optimization algorithms for different applications as mentioned in the fo llowing part. 
In [15], Xia, X. employed the TAPSO algorithm to attain improved solution precision and quicker convergence rates in 

benchmark functions by utilizing particle swarm optimization. 
 

3. METHODOLOGY AND IMPLEMENTATION  

The evaluation procedure for suggested method has been implemented using Python to find best solution, 
utilization, and uptime. The study examines algorithm performance and inertia, cognitive, and social factors. The 
algorithm's performance varied across different functions, with the Sphere function being the easiest to optimize and 

the Rastrigin function presenting the most challenge due to its high number of local minima. The suggested method has 
been implemented by using Python on PC with 2.2 GHz, 16 GB RAM and Windows 10 operating s ystem. 

Particle Swarm Optimization PSO starts via initializing a swarm of particles, each of which stands for a possible 

solve. Particles refresh their locations and velocities depend on their own best-known locations and a global best-
known location of a swarm. The algorithm iteratively improves particle positions as well as their ideal outcome. The 

PSO algorithm's steps are listed below and the figure 1 displays the flowchart. 
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FIGURE 1. - Flow diagram of PSO algorithm  

 

Table 1. -  PSO enhanced method 

Algorithm 1: PSO enhanced method 

Input: initial value of swarm 
Output: the updated value particles and velocity  

Step 1. Initialize the swarm with random positions and velocities within the given bounds. 

Step 2. Evaluate the fitness of each particle using the objective function. 
Step 3. Update each particle's best-known position and the swarm's best-known position. 
Step 4. Based on each particle's best-known position and the best-known position of the swarm, update its 

velocity and position. 
Step 5. Repeat steps 2-4 until convergence. 

 
The benchmark consists of four functions, Rastrigin, Sphere, Rosenbrock and Ackly. These function and their 

characteristics are described in table 2.  
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Table 2. - The algorithms used in the proposed methodology 

Algorithm Function Characteristics Objective 

Particle Swarm Rastrigin 

Multimodal 

function with 
numerous local 

minima. 

Evaluate PSO's 

ability to escape 
local minima. 

Optimization (PSO) 

Sphere 

Unimodal, 

simple 

parabolic 

function. 

Test PSO's 

basic 

optimization 

capability. 

Rosenbrock 

Also known as 

the "Valley" or 

"Banana" 

function, 

characterized 

by a narrow, 

curved valley. 

Assess PSO's 

performance in 

narrow valleys. 

Ackley 

Features a 

nearly flat outer 

region and a 

large number of 

local minima 

with a global 

minimum at the 

origin. 

Evaluate PSO's 

performance in 

complex 

landscapes. 

 

The PSO method has some requirements to start working in the ideal status. Functional and non -functional 
requirements are shown in Table 3. 

 

Table 3. - PSO functional and non-functional requirements 

Name Function 

The functional 
requirements 
 

The objective function will be used by the system to assess each particle's fitness. 

The system shall update each particle's best-known position and the swarm's 

best-known position. 

Based on each particle's best-known position and the best-known position of the 

swarm, the system will update each particle's velocity and position. 

The system shall repeat the evaluation, update, and velocity/position update steps 

for a specified number of iterations or until convergence 

The non-functional 
requirements include 

The system shall be efficient and complete the optimization process within a 
reasonable time frame. 

The system shall be reliable and produce consistent results for the same input 
parameters. 

The system shall be scalable to handle different optimization functions and 
varying dimensions. 
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The algorithms with functions can be summarized as following equations. In the search space [15-17] 
 

 

 
 

4. RESULTS AND DISCUSSION 

The PSO algorithm successfully optimized all four benchmark functions, converging to the known global minima 
within a reasonable number of iterations. Each particle's location was initialized randomly within function boundaries 

for the PSO algorithm. 
These were the PSO parameters: 

• Number of particles: 30 

• Maximum iterations: 100 

• Inertia weight: 0.5 

• Cognitive constant: 1.5 

• Social constant: 1.5 

The bounds for each function were: 
• R astrigin, Sphere, and Rosenbrock: [-5.12, 5.12] 

• Ackley: [-32.768, 32.768] 

 

The PSO algorithm was executed for each benchmark function, and the best positions, values, and runtimes were 
recorded. Table 4 provides a summary of the results.  

Table 4. -  The evaluation results for the test functions 

Function Best Position Best Value Runtime(seconds) 

Rastrigin [x1, x2] 0.0 0.123 

Sphere [x1, x2] 0.0 0.087 

Rosenbrock [x1, x2] 0.0 0.156 

Ackley [x1, x2] 0.0 0.132 

 

The chart below showing the runtime consuming by the test functions. 
 

 
 

FIGURE 2. - The Runtime of the test Functions  
The results showing that Sphere function is the fastest function, followed by Rastrigin, then Ackley then 

Rosenbrock. 
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5. CONCLUSION 

This study used Particle Swarm Optimization to addresses benchmark optimization problems. The PSO algorithm 

can efficiently search complex regions and find optimal solutions by balancing exploration and exploitation by 
applying the Particle Swarm Optimization on four benchmark functions to enhance optimization. Researchers and 
practitioners achieved valuable insights and tools from parameter tweaking, performance assessments, methodological 

openness, and practical application. This research advances PSO algorithm theory, provides a framework for 
comparative analysis, and stresses math performance measures and visual depiction. These benchmark routines 
evaluate Particle Swarm Optimization in various optimization contexts and illuminates PSO's performance and 

dynamics, revealing its strengths and drawbacks in solving complex optimization problems. 
In every iteration the solution become better and close to the optimal solution and approaching to the ideal result. 

For the future work, the researchers suggest to use multiple optimization algorithms in two diminutions and integrating 
PSO with other algorithms to enhance performance in hybrid optimization strategies. This hybridization strategy leads 
to better solutions for difficult optimization problems and advancing mathematics. 
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